glideinWMS

A pilot-based Grid Workload Management System

presented by Igor Sftiligoi, Fermilab, Batavia, IL

Why use a pilot-based WMS?
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For more details see http://www.uscms.org/SoftwareComputing/Grid/WMS/glideinWMS/doc.html
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Downloaded scripts
do all the real work

load list of files

load files
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This batch slot would not
be able to run a user job

Ready to pull a
user job for execution

User jobs never
see bad node

Monitoring

Standard Condor tools
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CMD
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Total Owner Claimed Unclaimed Matched Preempting Backfill

[sfiligoi@cmssrv37 ~]% condor g
-- Submitter: cmssrv37.fnal.gov : <=131.225.264.208:60235>
ID OWNER SUBMITTED RUN TIME 5T PRI
214.0 sfiligoi 2/18 15:31 g+00:04:15 R @
214.1 sfiligoi 2/18 15:31 B+0B:04:15 R @
214.2 sfiligoi 2/18 15:31 B+0B:84:15 R B
214.3 sfiligoi 2/18 15:31 0+00:01:14 R @
214.4 sfiligoi 2/18 15:31 B+0B:01:14 R @
214.5 sfiligoi 2/18 15:31 B+RB:06:886 I 8
214.6 sfiligoi 2/18 15:31 0+00:00:80 I ©
214.7 sfiligoi 2/18 15:31 B+00:00:886 I @0
214.8 sfiligoi 2/18 15:31 B+RB:06:886 I 8
214.9 sfiligoi 2/18 15:31 0+00:00:80 I ©
18 jobs; 5 idle, 5 running, 8 held
[sfiligoi@cmssrv37 ~]% condor_status
Name OpSys Arch  State Activity
glidein 13414@cmsw LINUX ¥86 B4 Claimed Busy
glidein 15687@cmsw LINUX X86 B4 Claimed Busy
monitor 13414@cmsw LINUX X86_64 Owner Idle
monitor 15687@cmsw LINUX X886 B4 Owner Idle
glidein 32138@cmsw LINUX X86 B4 Claimed Busy
glidein_441@cmswn5 LINUX X86_64 Claimed  Busy
monitor 32138@cmsw LINUX X886 B4 Owner Idle
monitor 441@cmswn3 LINUX X86 B4 Owner Idle
glidein_32324@cmsw LINUX X86_64 Claimed  Busy
monitor 32324@cmsw LINUX X886 B4 Owner Idle
X866 64/LINUX 18 5 5 B
Total 18 5 5 B
[sfiligoi@cmssrv37 ~1$ |
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Both for the users and
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Pseudo-interactive monitoring
(to peek at Grid jobs in real time)

P sfiligoi@cmssrv37:~/submit/glideinWM5/tools - Shell - Konsole

Session Edit View Bookmarks Settings Help

[sfiligoi@cmssrv37 toolsl$ ./glidein_top.py 214.2

top - 15:45:18 up 26 days, 23:21, 0 users, load average: 1.55, 1.28, 1.17 S .
Tasks: 188 total, 3 running, 177 sleeping, 8 stopped, B zombie upports-
Cpu(s): ©.3% us, 1.6% sy, 87.5% ni, 8.8% id, 1.6% wa, 0.0% hi, 0.1% si

[Mem: 4044744k total, 4807316k used, 37428k free, 22476k buffers () IS

Swap: 33551744k total, 115768k used, 33435976k free, 2724060k cached

e cat/tall

PID USER PR
4183 samgrid 35 18

NI %CPU
1008

TIME+ %MEM VIRT
3e8:16.78 0.6 1llém

RES
23m

SHR S5 COMMAND
572 R sprob-p28mjfast

3323 root 34 19 2 234:11.21 0.0 ] ] 8 R kipmi® Y S
18918 cmsprod 26 16 2 B:14.69 6.8 3536 1948 988 5 condor procd p
27316 cmsprod 25 18 2 1:56.09 28.1 1097m 795m 185m 5 cmsRun

1 root 16 0 @ ©8:05.61 0.8 4756 352 328 S init [ top

2 root RT 6 @ B9:09.95 6.8 3] ] 8 S migration/®

3 root 34 19 ] B:08.58 0.8 ] B 8 5 ksoftirgd/®

4 root RT © @ 0:08.803 0.0 ] &) ® S migration/1 ® . nn

5 root 34 19 ] B:00.46 0.8 ] B 8 S ksoftirgd/1

B root RT B B ©B9:06.42 0.8 8 8 B 5 migration/2
o~ Shell Aoy

Web monitoring

- Mozilla Firefox

Factory Total over last month
File Edit View History Bookmarks Tools Help

Factory Total over [small] [hours | day | week | year] [Loa] |F
last month [cmsosgce2 1 | cmsosgce2 2 | cmsosgeed 1 | cmsosgeed 2 | |
sgc | osgce 2]

Glidein stats

[
http:ffcmssrv 55 fnal.gowv:B319/glidefactory/monitor/glidein_v6_FNALftotal/Split_Status_Attribute_Running.month.large.png_creation html IS

Glidein factory only (being improved)

Initially sponsored by USCMS and developed at Fermilab.

Download it from http://www.uscms.org/SoftwareComputing/Grid/ WMS/glideinWMS/

Work sponsored by U.S. DoE under contract No. DE-AC02-07CH11359




Current users of glideinWMS
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CMS Processing

CMS User Analysis

. Portal based
Fully automated, process driven Users don't see the glideinWMS
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Has been running for over a year now Still a prototype
Using both OSG and EGEE CMS Tier-1's Using both OSG and EGEE CMS Tier-2's
CDF's Combined User Analysis MINOS User Analysis
and Centralized Activities Users submit to a central schedd
Portal based All processes share a single machine

Users and automated tasks don't see the glideinWMS
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. . Has been running for a year now
Used glidein-based solution for several years.

Currently moving to glideinWMS. Using both MINOS-owned and opportunistic
Using both CDF-owned and opportunistic OSG resources. OSG resources at Fermilab.

Scalability tests

Condor scalability tested glideinWMS scalability tested
Collector scalabllity VO Frontend scalability
* 11k on a single collector, on LAN » 200k idle and 22k running user jobs
o 22k using a tree of 1+70 collectors » 20 schedds

over WAN (between Europe and USA)
Schedd scalability
* Limited to:
e ~22K running jobs on a single schedd
» 200k i1dle jobs on a single schedd

Glidein factory scalabllity
 Limited to:
 ~50 Grid sites basic installation
» ~150 Grid sites with fine tuning
e 5VO frontends
o 22k running glideins

Prototype that
scales higher
available

Ran out of
ports

glideinWMS Iinitially sponsored by USCMS and developed at Fermilab.

Work sponsored by U.S. DoE under contract No. DE-AC02-07CH11359 Download it from http://www.uscms.org/SoftwareComputing/Grid/WMS/glideinWMS/




